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Abstract-- Data mining is the process of extracting previously unknown, potentially useful information by the application of 
some kind of intelligent techniques. It is an analysis task which derives useful patterns and trends from the data repository. 
Data mining is an important task in the whole knowledge discovery process. Text mining is the analysis of data contained in 
natural language text. Classification is a basic functionality in mining. Classification has wide applications in the area of   
data mining, machine learning, database, and information retrieval etc. The various diverse applications include target 
marketing, medical diagnosis, news group filtering, and document organization. In this paper we explore the use of 
classification technique in the field of text mining.  In this paper we also do a comparative study on a wide variety of text 
classification algorithms used in text mining. We explore the application of classification in text mining in areas like E mail 
spam filtering, Opinion mining, text filtering of news articles etc. The various algorithms considered are Decision Tree, 
Bayesian classification, neural classification and so on. 
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I.  Introduction  

Data mining is the process of extracting information from a data set and transform it into an understandable form for further use. 
The  data mining task is the automatic or semi-automatic analysis of large quantities of data to extract previously unknown 
interesting patterns such as groups of data records(cluster analysis), unusual records (anomaly detection) and dependencies 
(association rule mining)[1][2] . 

Text mining also referred to as text data mining is the process of deriving high quality information from text. This high-quality 
information is derived through finding out patterns and trends through methods like statistical pattern learning [3]. Text mining 
usually involves the process of structuring the input text usually by parsing and then adding   some derived linguistic features and 
the removal of some others, and finally insertion into a database. From this structured data, patterns are derived, evaluated and 
interpreted. 'High quality' in text mining usually refers to some combination of relevance, novelty, and interestingness. 

The problem of classification is defined as follows. We have a set of training records 

D = {X1, . . . , XN}, such that each record is labeled with a class value drawn from a set of k different discrete values indexed by {1 
. . . k}. The training data is used in order to construct a classification model, which relates the features in the underlying record to 
one of the class labels. For a given test instance for which the class is unknown, the training model is used to predict a class label 
for this instance [4]. In the hard version of the classification problem, a particular label is explicitly assigned to the instance, 
whereas in the soft version of the classification problem, a probability value is assigned to the test instance. Other variations of the 
classification problem allow ranking of different class choices for a test instance, or allow the assignment of multiple labels to a 
test instance. 

The problem of classification finds applications in different areas in the field of text mining. Some examples of areas in which 
classification is generally used are the following: 

Text Filtering of News Articles:  Most of the news services today are electronic in nature in which a large volume of news articles 
are created very single day by the organizations. In such cases, it is difficult to organize the news articles manually. Therefore, 
automated methods can be very useful for news categorization in a variety of web portals. This application is also referred to as 
text filtering. 

Digital libraries: This application is generally useful for many applications beyond news filtering and organization. A variety of 
supervised methods may be used for document organization in many domains. These include large digital libraries of documents, 
web collections, and scientific literature. Hierarchically organized document collections can be particularly useful for browsing 
and retrieval. 
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Opinion Mining: Sentiment analysis and opinion mining is the field of study that analyzes people's opinions, sentiments, 
evaluations, attitudes, and emotions from written language. It is one of the most active research areas in natural language 
processing and is also widely studied in data mining, Web mining, and text mining. Customer reviews or opinions are often short 
text documents which can be mined to determine useful information from the review 

Email Classification and Spam Filtering: It is often desirable to classify email in order to determine either the subject or to 
determine junk email in an automated way. This is also referred to as spam filtering or email filtering. 

II.  Classification  

“How does classification work? Data classification [4] is a two-step process. In the first step, a classifier is built describing a 
predetermined set of data classes or concepts. This is the learning step (or training phase), where a classification algorithm builds 
the classifier by analyzing or “learning from” a training set made up of database tuples and their associated class labels. A tuple, 
X, is represented by an n-dimensional attribute vector,X = (x1, x2, : : : , xn), depicting n measurements made on the tuple from n 
database attributes, respectively, A1, A2, : : : , An.1 Each tuple, X, is assumed to belong to a predefined class as determined by 
another database attribute called the class label attribute. The class label attribute is discrete-valued and unordered. It is categorical 
in that each value serves as a category or class. The individual tuples making up the training set are referred to as training tuples 
and are selected from the database under analysis. In the context of classification, data tuples can be referred to as samples, 
examples, instances,  data points, or objects. Because the class label of each training tuple is provided, this step is also known as 
supervised learning[4].  

 

                               

 

 

 

 

 

 

Figure 1 
 

III. Classification Algorithms 

A wide variety of classification algorithms are used in the area of text mining. Here we discuss algorithms like Decision Tree 
classification, Rule Based classification, Bayesian classification and Neural Network classification. The application of these 
algorithms in the real time text mining applications like Email classification and Spam Filtering, Text Filtering of News Articles 
and Opinion Mining are also discussed. 

Decision Tree Classification: Decision trees are designed with the use of a hierarchical division of the underlying data space with 
the use of different text features [5]. The hierarchical division of the data space is designed in order to create class partitions which 
are more skewed in terms of their class distribution. For a given text instance, we determine the partition that it is most likely to 
belong to, and use it for the purposes of classification. 

Decision tree induction is the learning of decision trees from class-labeled training tuples[4].  A decision tree is a flowchart-like 
tree structure, where each internal node (non leaf node) denotes a test on an attribute, each branch represents an outcome of the 
test, and each leaf node (or terminal node) holds a class label. The topmost node in a tree is the root node. 

“How are decision trees used for classification?”. Given a tuple, X, for which the associated class label is unknown, the attribute 
values of the tuple are tested against the decision tree. A path is traced from the root to a leaf node, which holds the class 
prediction for that tuple. Decision trees can easily be converted to classification rules. 
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Figure 2 

 

Pattern (Rule)-based Classifiers: In rule-based classifiers [5] we determine the word patterns which are most likely to be related to 
the different classes. We construct a set of rules, in which the left hand side corresponds to a word pattern, and the right-hand side 
corresponds to a class label[5]. These rules are used for the purposes of classification. 

Neural Network Classifiers: Neural networks are used in a wide variety of domains for the purposes of classification. In the 
context of text data, the main difference for neural network classifiers [5]is to adapt these classifiers with the use of word features. 
We note that neural network classifiers are related to SVM classifiers; indeed, they both are in the category of discriminative 
classifiers, which are in contrast with the generative classifiers. 

Bayesian (Generative) Classifiers: In Bayesian classifiers (also called generative classifiers)[5], we attempt to build a probabilistic 
classifier based on modeling the underlying word features in different classes. The idea is then to classify text based on the 
posterior probability of the documents belonging to the different classes on the basis of the word presence in the documents. 

Other Classifiers: Almost all classifiers can be applied to the case of text analysis. Some of the other classifiers include nearest 
neighbor classifiers, and genetic algorithm-based classifiers. 

IV.  Area of study 

A. Email spam filtering 

As the Internet grows at a exceptional rate, electronic mail (abbreviated as E-mail) has become a widely used electronic form of 
communication on the Internet. Daily, millions of people exchange messages in this fast and cheap way. As the popularity of 
electronic commerce increasing, the usage of E-mail will increase more radically. However, the benefits of E-mail also make it 
overused by companies, organizations or people to promote products and spread information, which serves their own purposes. 
The mailbox of a user may often be jam-packed with E-mail messages some or even a large portion of which are un interesting to 
her/him. Looking for interesting messages everyday is becoming tiresome and frustrating. As a result, a personal E-mail filter is 
indeed needed. The process of building an E-mail filter can be put into the framework of text classification [6]. An E-mail 
message is viewed as a document, and a decision of interesting or not is viewed as a class label given to the E-mail document. 
While text classification has been well explored and various techniques have been reported, empirical study on the document type 
of E-mail and the features of building an effective personal E-mail filter in the framework of text classification is only modest. 

B. Bayesian spam filtering 

Bayesian spam filtering[1][6]  is a statistical technique of e-mail filtering. In its basic form, it makes use of a naive Bayes 
classifier on bag of words features to identify spam e-mail, an approach commonly used in text classification. Naive Bayes 
classifiers work by correlating the use of tokens (typically words, or sometimes other things), with spam and non-spam e-mails 
and then using Bayesian inference to calculate a probability that an email is or is not spam. Naive Bayes spam filtering is a 
baseline technique for dealing with spam that can tailor itself to the email needs of individual users and give low false 
positive spam detection rates that are generally acceptable to users. It is one of the oldest ways of doing spam filtering, with roots 
in the 1990s. 

The process behind this technique is as follows: 

Particular words have particular probabilities of occurrence in spam email and in legitimate email. For example, most email users 
will frequently see the word "Viagra" in spam email, but will rarely see it in legitimate email. The filter doesn't know these 
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probabilities in advance, and must first be trained so it can build them up. To train the filter, the user must manually indicate 
whether a new email is spam or not. For all words in each training email, the filter will calculated the probabilities that each word 
will appear in spam or legitimate email in its database. For example, Bayesian spam filters will typically have learned a very high 
spam probability for the words "Viagra" and "refinance", but a very low spam probability for words seen only in legitimate email, 
such as the names of friends and family members. 

After training, the word probabilities (also known as likelihood functions) are used to compute the probability that an email with a 
particular set of words in it belongs to either category. Each word in the email contributes to the email's spam probability, or only 
the most interesting words. This contribution is called the posterior probability and is computed using Bayes' theorem. Then, the 
email's spam probability is computed over all words in the email, and if the total exceeds a certain threshold (say 95%), the filter 
will mark the email as a spam. As in any other spam filtering technique, email marked as spam can then be automatically moved 
to a "Junk" email folder, or even deleted outright. Some software implements quarantine mechanisms that define a time frame 
during which the user is allowed to review the software's decision. The initial training can usually be refined when wrong 
judgements from the software are identified (false positives or false negatives). That allows the software to dynamically adapt to 
the ever evolving nature of spam. Some spam filters combine the results of both Bayesian spam filtering and other heuristics (pre-
defined rules about the contents, looking at the message's envelope, etc.), resulting in even higher filtering accuracy, sometimes at 
the cost of adaptiveness. 

C. Text Filtering of News Articles 

 In many real-world scenarios, the ability to automatically classify documents into a �¿�[�H�G�� �V�H�W�� �R�I�� �F�D�W�Hgories is highly desirable. 
Common scenarios include classifying a large amount of unclassi�¿�H�G���D�U�F�K�L�Y�D�O���G�R�F�X�P�H�Q�W�V���V�X�F�K���D�V���Q�H�Z�V�S�D�S�H�U���D�U�W�L�F�O�H�V�����O�H�J�D�O���U�H�F�R�Uds 
and academic papers. For example, newspaper articles can be classi�¿�H�G���D�V���¶�I�H�D�W�X�U�H�V�¶�����¶�V�S�R�U�W�V�¶���R�U���¶�Q�Hws’. Other scenarios involve 
classifying of documents as they are created. Examples include classifying movie review articles into ’positive’ or ’negative’ 
reviews or classifying only blog entries using a �¿�[�H�G���V�H�W���R�I���O�D�E�H�O�V��  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

V. Classification algorithms for classification of News Articles: 

A. Named Entities 

Named entities [8] can be used as features for the classification of news articles by topic. The classification of news articles poses 
a considerable challenge to newspapers interested in identifying the interests of their users.  
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An automated approach to this classification is desirable considering the large volume of volume of news articles produced (past, 
present, and future). Prior to utilize named entities as features for classification, the non-trivial problem of Named Entity 
Recognition (NER) has to be addressed. This can be implemented by using neural network approach because of its proven success 
with respect natural language classification problems and its easy parallelizability. After finding named entities in the sample, a 
naive Bayes classifier is trained. 

B. Neural Network  

In Neural Network [14] implementation a single hidden layer is used and moved on further from there. 
Linear transformations are performed on the inputs,to the hidden layer andthe final classification also. In addition to the linear tran
sformations, each node inthe hidden layer will  also perform a �Q�R�Q���O�L�Q�H�D�U transformation to its input.  

The whole neural network would just be performing one big lineartransformation on the data, which would be considerably less po
werful in terms of  classifications it could represent.  

C. Expectation maximization &Naive Bayesian  

An algorithm which combines expectation maximization (EM) and naïve Bayesian classification [14] is used for learning from 
labeled and unlabelled documents. This algorithm is used to train classifier using labeled documents and probabilistically assign 
labels to unlabelled documents. This algorithm trains a new classifier using the labels of all documents and iterates to 
convergence. This basic EM procedure works well for data that conform to generative assumptions of the model. Expectation-
Maximization (EM) to learn classifiers that take advantage of both labeled and unlabeled data. EM is a class of iterative 
algorithms for maximum likelihood or maximum a posteriori estimation in problems with incomplete data. The unlabeled data are 
considered incomplete because they come without class labels.  In its maximum likelihood formulation, EM performs hill-
climbing in data likelihood space, finding the classifier parameters that locally maximize the likelihood of all the data both the 
labeled and the unlabeled. We combine EM with naive Bayes, a classifier based on a mixture of multinomials[14] that is 
commonly used in text classification. The assumptions are that the data are generated by a mixture model, and that there is a 
correspondence between mixture components and classes. When these assumptions are not satisfied, EM may actually degrade 
rather than improve classifier accuracy. Since these assumptions rarely hold in real world data, extensions to the basic EM/naive-
Bayes combination that allow unlabeled data to still improve classification accuracy can be used. These assumptions can be 
violated in practice and this will result in poor performance. A weighting factor to modulate the contribution of unlabeled data and 
the use of multiple mixture components per class can be extensions to this algorithm which will improve classification accuracy. 

D. Web Page classi�¿�F�D�W�L�R�Q 

 Web directories, such as those provided by Yahoo! and the dmoz Open Directory Project (ODP) provide an efficient way to 
browse for information within a predefined set of categories. Currently, these directories are mainly constructed and maintained by 
editors, requiring extensive human effort. As the Web changes and continues to grow, this manual approach will become less 
effective. Classifiers can be used to help update and expand web directories. An automatic creation of classifiers from web corpora 
based on user-defined hierarchies can be used. Advanced classification techniques, customized (or even dynamic) views of web 
directories can be generated automatically. 

E. Digital Libraries  

An electronic library (colloquially referred to as a digital library) is a focused collection of digital objects that can include text, 
visual material, audio material, video material, stored as electronic media formats (as opposed to print, microform, or other 
media), along with means for organizing, storing, and retrieving the files and media contained in the library collection. Digital 
libraries can vary immensely in size and scope, and can be maintained by individuals, organizations, or affiliated with established 
physical library buildings or institutions, or with academic institutions. The electronic content may be stored locally, or accessed 
remotely via computer networks. An electronic library is a type of information retrieval system.  

Benefits of Digital Libraries [11] 

Digital libraries bring significant benefits to the users through the following features: 

i. Improved access 
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Digital libraries are typically accessed through the Internet and Compact Disc-Read Only Memory (CD-ROM). They can be 
accessed virtually from anywhere and at anytime. They are not bound to the physical location and operating hours of typical 
library. 

ii. Wider access 

A digital library can handle simultaneous accesses for a document by creating multiple instances or copies of the requested 
document. It can also meet the requirements of a larger population of users easily. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 

iii. Improved information sharing.  

With the help of appropriate metadata and information exchange protocols, the digital libraries can users. 

iv. Improved preservation. 

The e-documents are not prone to physical wear and tear, their exact copies can easily be made, the digital libraries and help in the 
preservation of special and rare documents and artifacts by providing access to digital versions of these entities. 

Functional Components of Digital Library [11] 

Most digital libraries share common functional components. These include: 

i. Selection and acquisition 

This component includes the processes for the selection of documents to be added, the subscription of database and the digitization 
or conversion of documents to an appropriate digital form. 

ii. Organization 

This component contains key process involved in the assignment of the metadata (bibliographic information) to each document 
being added to the collection.   

iii. Indexing and storage 

This component does the indexing and storage of documents and metadata for efficient search and retrieval. 
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iv. Search and retrieval 

This contains the digital library interface used by the end users to browse, search, retrieve and view the contents of the digital 
library. It is typically presented to the users as Hyper-Text Mark-up Language (HTML) page. These mentioned components are 
the important characteristic of digital library, which differ it from others collections of online information. 

VI.  Classification Algorithms for implementing Digital L ibrary  

Naïve Bayes classifier and its modification based on Item Set method [13] In order to illustrate practical use of Naive Bayes 
classifier, we will apply it to document classification. Let’s have a document collection X, a set of training documents determining 
yet Unknown target function f(x) and a finite set V of possible resulting values of the target function. 

Attributes a1, a2....an represent individual words occurring in documents. For the sake of simplicity, let’s assume a set of 1,000 
documents, 700 representing „interesting “documents, considering the remaining 300 documents uninteresting. The set V therefore 
represents two values only, vjLò{interesting, uninteresting}. We can take a new document containing 111 words, to be classified 
into one of these classes, containing the word „your“ in the 1st position, the word letter“ in the 2nd position, etc., and the word 
„date“ in the last position 

A. Decision tree[13] 

Decision tree learning is one of the most popular and practical methods currently used for inductive bias. This method 
approximates classi�¿�F�D�W�L�R�Q�� �W�R�� �W�K�H�� �G�L�V�F�U�H�W�H-valued label that is robust to noisy data. Several methods have been proposed for 
constructing decision trees, including ID3, C4.5, and CART. Among these learning algorithms, we chose ID3 because it 
corresponds approximately to the basic decision tree learning algorithm, while other learning algorithms has been extended from 
this basic algorithm to achieve better performance. The basic idea of the ID3 algorithm is to construct an inducer in the form of a 
decision tree, from the top node to the leaf nodes. Given the partial decision at one node, the decision tree user then follows the 
next branch until he reaches the leaf node or the �¿�Q�D�O�� �F�O�D�V�V�L�¿�F�D�W�L�R�Q���� �,�'���� �X�V�H�V�� �D�� �V�W�D�W�L�V�W�L�F�D�O�� �S�U�R�S�H�U�W�\���� �F�D�O�O�H�G�� �L�Q�I�R�U�P�D�W�L�R�Q�� �J�D�Ln, to 
select the attribute or word that is most useful for classifying examples at each step while growing the tree.  

B. Instance based learning [13] 

The basic idea of the kNN algorithm is to simply store the training data, delay the processing, and to classify when a new query 
instance is encountered. Given a test set, the algorithm retrieves a set of k most similar or nearest instances from memory and 
classi�¿�H�V�� �W�K�H�� �T�X�H�U�\�� �L�Q�V�W�D�Q�F�H�� �E�D�V�H�G�� �R�Q�� �W�K�H�� �P�R�V�W�� �F�R�P�P�R�Q�� �Y�D�O�X�H�� �D�P�R�Q�J�� �W�K�H�� �N�� �L�Q�V�W�D�Q�F�H�V���� �7�K�H�� �V�L�P�L�O�D�U�� �L�W�� �R�U�� �Q�H�D�U�H�V�W�� �G�L�V�W�D�Q�F�H�� �R�I�� �W�K�H��
neighbors is de�¿�Q�H�G�� �E�\�� �W�K�H�� �(�X�F�O�L�G�H�D�Q�� �G�L�V�W�D�Q�F�H���� �:�H�� �G�H�¿�Q�H�� �W�K�H�� �I�H�D�W�X�U�H�� �Y�H�F�W�R�U�� �R�I�� �D�Q�� �L�Q�V�W�D�Q�F�H�� �[�� �D�V�� �K�D�����[������ �D�����[������ �������D�Q���[���L���� �7�K�H��
distance between two instances xi and xj is de�¿�Q�H�G�� �D�V���G�����[�L���� �[�M������ �Z�K�H�U�H�� �D�U���[���� �G�H�Q�R�W�H�V�� �W�K�H�� �Y�D�O�X�H�� �R�I�� �W�K�H�� �U�W�K���D�W�W�U�L�E�X�W�H���R�I�� �L�Q�V�W�D�Q�F�H�� �[�� 
Another method to measure the distance is using cosine value of two document vectors. 

C. Opinion Mining  

Sentiment analysis [7] of natural language texts is a huge and expanding field. Sentiment analysis or Opinion Mining is the 
computational analysis of opinions, sentiments and subjectivity of text. Sentiment analysis is a Natural Language Processing and 
Information Extraction task that aims to get user’s feelings expressed in positive or negative comments, questions and requests, by 
analyzing computationally a large set of documents. Converting a piece of text to a feature vector is the fundamental step in any 
data driven approach to Sentiment analysis. 

Classification Algorithms for opinion mining: The idea of Machine Learning is to develop an algorithm so as to optimize the 
performance of the system using example data or past experience. The Machine Learning provides a solution to the classification 
problem that involves two steps:  

 1)  Learning the model from a corpus of training data  
 2)  Classifying the unseen data based on the trained model.  
 

The text classification task often includes the following tasks: 

1)  Data preprocessing  
2)  Feature selection and/or feature reduction  
3)  Representation  
4)  Classification  
5)  Post processing 
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Feature selection and feature reduction attempt to reduce the dimensionality (i.e. the number of attribtes) for the remaining steps of 
the task. The classification phase of the process finds the actual mapping between patterns and labels (or targets). Active learning, 
a kind of machine learning is a promising way for sentiment classification to reduce the annotation cost. The following are some 
of the Machine Learning approaches commonly used for opinion mining are 

D. Naive Bayes Classification 

Naïve Bayes classification [7] is an approach used in text classification that assigns the probability for  class c* = argmaxc P(c | d), 
to a given document d. A naive Bayes classifier is a simple probabilistic classifier based on Bayes' theorem and is particularly 
suited when the dimensionality of the inputs are high. Its underlying probability model can be described as an "independent 
feature model". 

E. Maximum Entro py  

 Maximum Entropy (ME) classification [7] is yet another technique, which has proven effective in a number of natural language 
processing applications. Sometimes, it outperforms Naive Bayes at standard text classification.   For instance, a particular 
feature/class function might fire if and only if the bigram “still hate” appears and the document’s sentiment is hypothesized to be 
negative. Importantly, unlike Naive Bayes, Maximum Entropy makes no assumptions about the relationships between features and 
so might potentially perform better when conditional independence assumptions are not met. 

F. Support Vector Machines 

 support vector machines SVMs[7], also support vector networks are supervised learning models with associated 
learning algorithms that analyze data and recognize patterns, used for classification and regression analysis. Given a set of training 
examples, each marked as belonging to one of two categories, an SVM training algorithm builds a model that assigns new 
examples into one category or the other, making it a non-probabilistic binary linear classifier. An SVM model is a representation 
of the examples as points in space, mapped so that the examples of the separate categories are divided by a clear gap that is as 
wide as possible. New examples are then mapped into that same space and predicted to belong to a category based on which side 
of the gap they fall on. In addition to performing linear classification, SVMs can efficiently perform a non-linear classification 
using what is called the kernel trick, implicitly mapping their inputs into high-dimensional feature spaces. Support vector 
machines have been shown to be highly effective at traditional text categorization, generally outperforming Naive Bayes. They are 
large-margin, rather than probabilistic, classifiers, in contrast to Naive Bayes and Maximum Entropy.  

VII.  Other Applicat ions of text mining 

Creating suggestion and recommendations Text mining algorithm can be used for creating a text mining-based recommendation 
system to help customer decision making in online product customization. The customers can describe their interests in text and 
thus customers' preferences can be captured to generate accurate recommendations. The algorithm employs text mining techniques 
to learn product features, and accordingly recommends products that match the customers' preferences.  

VIII.  Customer service, email support 

It contains a customer service database which stores data like unstructured data and structured data. Measuring customer 
preferences by analyzing qualitative interviews. Fighting cyber bullying or cybercrime in IM and IRC chat. 

IX.  Conclusion 

Text mining is the analysis of text and deriving new information out of it. The various algorithms discussed are text classification 
algorithms which can be used in the field of text mining. The text analysis task  which we considered are like Email spam filtering, 
opinion mining  or sentimental analysis, digital libraries and text filtering of news articles. Spam filtering has became a 
challenging task because there are lot of difficulties with it. Most of spam detection techniques are unable to find these spams 
because regular training of these classifiers is not done, database of spam should be updated all the time for creating an email 
spam filter which separates useful mails and spams. . The state of the art of existing approaches has been described with the focus 
on the Sentiment Classification using various Machine learning techniques. This paper explored and surveyed the field of 
sentiment analysis and opinion mining. The application of classification algorithm in grouping news articles into different 
categories is also explored in this paper. The document categorization in Digital Libraries is also a difficult task when the size of 
web is considered. The size of web is increasing at an enormous pace. To handle the growing volume of electronic publications, 
new tools and technologies have to be designed to allow effective automated semantic classification and searching.  
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In all of the above problems we have identified that most of the solutions are arrived by using Bayesian classification, Neural 
Network classification and other classification techniques. 
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