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Abstract- Data mining is the process of extracting previously unknown, potentially useful informatigrthe application of
same kind of intelligent techniques. It is an analysis task which derives useful patterns and treods the data repository.
Data mining is an important task in the whole knowledge discovery processt mining is the analysis of data contained in
natural language text.Classificationis a basic functionalityin mining. Classification has wideapplications in the area of
data mining, machine learning, database, and information retrievatc. The various diverse applications includarget
marketing, medcal diagnosis, news group filtering, and document organizatidn. this paper weexplore the use of
classification technique in the field of text miningln this paper wealso do a comparativestudy on a wide varietyof text
classificationalgorithms usedin text mining. We explore the application of classification in text mininig areas like E mail
spam filtering, Opinion mining,text filtering of news articles etc. The various algorithms considered are Decision Tree,
Bayesian classificationpeural classification and so on.

Keywords: Data Mining, Text Mining, Text Classification E mail spam filter,Digital Libraries, Opinion mining, Support
Vector Machine.

l. Introduction

Data mining is therocesof extractinginformation from a data set and trarrsfioit into an understandable form for further use.
The data mining task is the automatic or semtomatic analysis of large quantities of data to extract previously unknown
interesting patterns such as groups of data readdtér analys)s unusual recordsafiomaly detectionand dependencies
(association rule minin@L][2].

Text mining also referred to aextdata miningis theprocess of deriving high qualiipformationfrom text This highquality
information is derived through findingut patternsand trends througmethods likestatistical pattertearning[3]. Text mining
usually involves the process of structuring the irtput usuallyby parsingand then addingsome derived linguistic feates and
the removal osome othersandfinally insertion into alatabaseFromthis structureddatg patternsare derived, evaluatednd
interpreted:High quality’ in text mining usuallsefers to some combination flevancenovelty, and inteestingness.

The problem otlassification is defined as follows. We have a set of training records

D ={X1,..., XN, such that each record is labeled with a class \chaten from a set df different discrete values indexed {dy

. .. K. Thetraining data is used in order to construciassification modehichrelates the features in the underlying record to
one of the class labels. Famgiventest instancdor which the class is unknown, the training madelsed to predict a class label
for this instance 4]. In the hard versionof the classification problem, a particular label is explicitly assignetidanstance,
whereas in theoft versionof the classification problena, probability value is assigned to the test instance. Other vasgatfthe
classification problem allow ranking of different class choices fistinstance, or allow thessgnment of multipldabels toa
testinstance.

The problem of classificatiofinds applications irdifferent areas in the fieldf text mining. Some examples odreas inwhich
classificationis generally usedrethe following

Text Filtering ofNewsArticles: Most of the news servicésday are electronic in nature in which a large volume of news articles
are created very single day by the orgations. In such caseis,is difficult to organize the news articles manually. Therefore,
automatednethods can be very useful for news categorizationviari@ty of webportals.This application is also referred to as
text filtering.

Digital libraries This applicationis generally useful for many applications beyond news filteaind) organization. A variety of
supervised methods may be us@ddocument organization in many domains. These include thggel libraries of documents,
web collectionsand scientificliterature Hierarchically organized document collectioren be particularly uge for browsing
andretrieval.
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Opinion Mining Sentiment analysis and opinion mining is the field of study that analyzes people's opinions,nggntime
evaluatons, attitudes, and emotions from written language. It is one of the most active research aadaslitanguage
processing and is also widely studied in data mining, Web mining, and text nGuisipmer reviews or opinions are often short
text documets which can be mined to determine useful informafiom the review

Email Classification and Spam Filtering is often desirabldéo classifyemail in order to determine eithghe subject or to
determine junk email in an automated walyis is also redrred to aspam filteringor email filtering

Il. Classification

“How does classification workRata classification 4] is a twostep procesdn the first stepa classifier is built describing a
predetermined set of iaclasses or concepts. Thighe learning step (or training phase), where a classificalgarithm builds
the classifieby analyzing or “learning from” a training set mage of database tuples and thessociated class labels. A tuple,
X, is represented by andimensional attribute wtor X = (x1, X2, : : : ,xn), depictingn measurements made on the tuple from
databasattributes, respectivelyil, A2, : : : ,An.1 Each tupleX, is asumed to belong to a predefineldss as determined by
another database attribute called the ditss| attributeThe class label attribute is discret@ued and unordered. Itdsitegorical

in that eachvalue serves as a category or class. The individual tap&g up the training set areferred to as training tuples
and are selected from tluatabase under analysis. In tbentext of classification, data tuples can be referred tsaagles,
examples, instancegjata pointsor objects Because the class label of each training tigofgrovided this step is also known as
supervised learnind].
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lll. Classification Algorithms

A wide variety of classification algorithms are used in the area of text mining. Here we discuitbnadglike Decision Tre
classification, RuleBasedclassification, Bayesia classification and Neural Network classificatiofhe applicationof these
algorithms in the real time text mining applicagdike Email classification and Spam Filtering, Text Filtering of News Articles
and Opinion Mining are alsostussed.

DecisionTree ClassificationDecision trees are designed with the use of a hieraratiidaion of the underlying data space with
the use of different texeatures $]. The hierarchical division of the data space is designed in order to create class pattitbns w
are more skeweth terms of their class distribution. For a given text instance, we determine the partitionstimadst likely to
belong to, and use it for the purposes of classification.

Decision tree induction is the learning of decision treesifclasdabeled training tupléd]. A decisiontree is a flowchartike
tree structure, where each internal node (non leaf)ribeleotesa test on an attribute, each branch represents an outcome of the
test, and each leaf node (erminal nod¢ holds aclass label. The topmost node in a tree is the root node.

“How are decision trees used for classification?”. Given a toflér which the associated class label is unknown, the attribute
values of the tuple are tested against the decise® A pathis traced from the root to a leaf node, which holds the class
prediction for that tuple. Decision trees can easily be converted to classification rules.
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Pattern (Rulebased Classifierdn rule-basedclassifiers ] we determine the word patterns which are most likely to be related to
the different classes. We construct a set of rules, in which the lefsidndorrespond® a word pattern, and the righénd side
corresponds to a class g3l Theseules are used for the purposes of classification.

Neural Network ClassifiersNeural networks are used in a wide variety of domains for the purposes of classification. In the
context of text data, the main difference for neural network clasgBigssto adapt these classifiers with the use of word features.
We note that neural network classifiers are related to SVM classifiers; indeed, they both areaitegbey of discriminate
classifiers, which are in contrast with tpenerativeclassifiers.

Bayesian (Generative) Classifiels Bayesian classifiers (also called generative classif@rsye attempt to build a probabilistic
classifier based on modeling the underlying word features in different classes. The idea iscthsesiffotext based othe
posteriomprobability of the documents beldng to the different classes dime basis of the word presence in the documents.

Other ClassifiersAlmost all chssifiers can bappliedto thecase of textnalysis.Some of the dter classifiers includeaarest
neighbor classifiers, and genetic algorithased classifiers.

IV. Area of study
A. Email spam filtering

As the Internet grows atexceptionakate, electronic mail (abbreviated asriail) has become a widely used electronic form of
communication on the riternet.Daily, millions of peopleexchange messages in this fast andapway. As the popularity of
electroniccommerce increasinghe usage of #nail will increase moreadically However, thebenefitsof E-mail also make it
overused by companies, orggations or people to promote products and spread information, which serves their own purposes.
The mailbox of a user may often Jaen-packedwith E-mail messages some or even a large portion of whichrangterestingo
her/him.Looking for interestingmessages everyday is becomtitgsomeandfrustrating As aresulf a personal fnail filter is

indeed needed. Thgrocessof building an Email filter can beput into the framework of textlassification 6]. An E-mail
message is viewed as a document] adecisionof interesting or not is viewed as a class label given to thmiEdocument.

While textclassification has been well explored and various techniques have been remopiedal study on the document type

of E-mail and the features of bdihg an effective personatmail filter in the framework of text classification is only modest.

B. Bayesian spam filtering

Bayesian spam filteririfj][6] is astatistical techniqueof e-mail filtering. In its basic form, it makes use ofmaive Bayes
classifieron bag of worddeatures to identifgpame-mail, an approach commonly usedtéxt classification Naive Bayes
classifiers work by correlating the use of tokens (typicallydspor sometimes other things), with spam andspam emails

and then usin@ayesian inferenc® calculate a probability that an email is or is not spidaive Bayesspam filtering is a
baseline technique for dealing with spam that can tailor itself to the email needs of individgabndegive lowalse
positivespam detection rates thaeaenerally acceptable to users. It is one of the oldest ways of doing spam filtering, with roots
in the 1990s.

The process behind this technique is as follows:

Particular words have particulprobabilitiesof occurrencen spam email and in legitimate email. FExxample most email users
will frequently see theword "Viagrd' in spam email, but wilkarely seeit in legitimate email. The filter doesn't know these
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probabilities in advance, and must first be trained so it can build them up. To train the éltesethmust manually irgite
whether a new email is spam or not. For all words in each training email, thevifiitealculatel the probabilities that each word
will appear in spam or legitimate email in its databaseekample Bayesian spam filters will typically have learned a very high
spam probability for the words "Viagra" and "refinance”, but a very loungmabability for words seen only in legitimate email,
such as the names of friends and family members.

After training, the word probabilities (also knownli&slihood functiong are used to compute the probability that an email with a
particular set of words in it belongs to either category. Each word in the email contributesrt@aifeespam probabilityyr only

the most interesting words. This contribution is exitheposterior probabilitand is computed usirBayes' theorenil hen, the
emails spam probability is computed over all words in the email, and if the total exceeds a cedhoidt{say 95%), the fdt

will mark the email as a spars in any othespamfiltering technique, email marked as spam can then be automatically moved
to a "Junk" email folder, or evetteleted outright. Some softwai@plementgjuarantinenechanisms that defire time frame
during which the user is allowed to review the software's deci3iba. initial training can usually be refined when wrong
judgements from the software are identified (false positives or false negatives). That allowsvire $0 dynamicdy adapt to

the ever evolving nature of spaBome spam filters combine the results of both Bayesian spam filtering antiexhisticypre-
defined rules about the contents, lmgkat the message's envelope, etc.), resulting in even higher filtering accuracy, sometimes at
the cost of adaptiveness.

C. Text Filtering of News Articles

In many realworld scenarios, the ability to automatically classify documents ingo[& GV H VgoriesisFiyhlyHesirable.
Common scenarios include classifying a large amount of ungléa¢$s DUFKLYDO GRFXPHQWYV VXFK BV QHZ'
and academic papers. For example, newspaper articles can bg ElaSsiDV T 1H D W X U HASY Otfiér Sceriangs/ifivaRéel 1 Q
classifying of documents as they are created. Examples include classifying movie review articlessitive’ or 'negativée

reviews or classifyingnly blog entriesusinggag[HG VHW RI ODEHOV

: W ord

Pt Diictiomary

- -
| h"|Stopwords

Word Extraction
Mlorphological analysis, Stoparord deletion

V. Classification algorithms for classification of News Articles:
A. Named Entities

Named entities [8] can be used as features for the classification of news articles by topicssifimatitan of news arties poses
a considerable challenge to newspapers interested itifyirenthe interests of their users.
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An automated approach to this classification is desirable considering the large volume of vatems afticles produced &gt,
present, and future). Prior to utilize named entities as features for classificadonpntrivial problem of Named Entity
Recognition (NER) has to be addressed. This can be implemented by using neural network apprusebfdexproven success
with respect natural language classification problems and its easy parallelizabilityfinkfieg named entities in the sample, a
naive Bayes classifier is trained.

B. Neural Network

In  Neural Network [14] implementation asinglehiddenlayeris used and moved darther from there.
Lineartransformationgreperformedon theinputsto the hidden layer andthefinal classificatioralso.In additionto thelineartran
sformationsgachnodeinthe hiddenlayerwill alsoperforma Q R Q Clagstdrihationo its input.

Thewholeneuralnetworkwould justbe performingonebig lineartransformatiomn the data,which would be considerablyesspo
werful in termsof classificationst couldrepresent.

C. Expectation maximization &Naive Bayesian

An algorithm which combines expectation maximization (EM) and naive Bayelsissification 14] is used for laerning from
labeled and unlabelled documents. This algorithm is used to train classifier using labeled doanchpnvbabilistically asgn

labels to unlabelled documents. This algorithm trains a new classifier using the labels of alerdecand itettas to
convergence. This basic EM procedure works well for data that conform to generative assumpliennarfel. Expectation
Maximization (EM) to learn classifiers that take advantage of both labeled and unlabeled data.aEdhds of iterative
algoiithms for maximum likelihood or maximum a posteriori estimation in problems with incomplete datanf@beled data are
considered incomplete because they come without class labels. In its maximum likelihood formiMtiperforms hil
climbing in datalikelihood space, finding the classifier parameters that locally maximize the likelihood of dhttaéoth the
labeled and the unlabeled. We combine EM with naive Bayes, a classifier based on a mixture omralsfi®] that is
commonly used in textlassification. The assumptions are that the data are generatednixyure model, and that there is a
correspondence between mixture components and classes. When these assumptions are not satisfiedcibislly degrade
rather than improve classifiaccuracy. Since these assumptions rarely hold in real world data, extensions to the basicEEM/naive
Bayes combination that allow unlabeled data to still improve classification accuracy can be esedasdumptions can be
violated in practice and this wilesult in poor performance. A weighting factor to modulate the contribution of unlabeled data and
the use of multiple mixture components per class can be extensions to this algorithm which ot iohgssification accucg.

D. Web Pageclasss FDWLRQ

Web directories, such as those provided by Yahoo! and the dmoz Open Directory Project (ODP) proffideeanveny to

browse for information within a predefined set of categories. Currently, these directories ayecoraitrlicted and maintegd by
editors, requiring extensive human effort. As the Web changes and continues to grow, this manual apprbadomd less
effective. Classifiers can be used to help update and expand web directories. An automatio€titasisifiers from webarpora

based oruserdefined hierarchies can be used. Advanced classification techniques, customized (or even dvasnaf)web
directories can be generated automatically.

E. Digital Libraries

An electronic library(colloquially referred to as d@igital library) is a fowsed collection of digital objects that can include text,
visual material, audio material, video material, store@lestronic medifiormats (as opposed to printicroform, or other
media), along with means for organizing, storing, and retrieving the files and media containelibnarghcollection. Digital
libraries can vary immensely in size and sc@pel can be maintained by individuals, organizations, or affiliated with established
physical library buildings or institutions, or with academic institutidine electronic content may be stored locally, or accessed
remotely via computer networks. An diemic library is a type ahformation retrievasystem.

Benefits of Digital Libraries [11]
Digital libraries bring significant benefits to the users throughdt@wing features:

i. Improved access
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Digital libraries are typically accessed through the Internet and CompacRBést Only Memory (CEROM). They can be
accessed virtually from anywhere and at anytime. They are not bound to the physical locatioeratigdpours of typical
library.

il. Wider access

A digital library can handle simultaneous accesses for a document by creating multiple instasug@ssoof the requested
document. It can also meet the requirements of a larger population of users easil

Figure4
iii. Improved information sharing.
With the help of appropriate metadata and information exchange protocols, the digital libraviesrsan
iv. Improved preservation.

The edocuments are not prone to physical wear and tear ekait copies can easily be made, the digital libraries and higlp in
preservatiorof special and rare documents and artifacts by providing access to digital versions of these entitie

Functional Components of Digital Library [11]
Most digital librariesshare common functional components. These include:
i. Selection and acquisition

This component includdgke processes for the selection of documents to be added, the subscription of database ammhtiomdigit
or conversion of documents &m appropriadigital form.

ii. Organization

This component containkey process involved in thassignment of the metadata (bibliographic information) to each document
being added to the collection.

iii. Indexing and storage

This component does the indexing andage of documents and metadata for efficient search and retrieval.
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iv. Search and retrieval

This contains the digital library interface used by the end users to browse, search, retrieesvahe eontents of thegital
library. It is typically preseied to the users as Hyp€&ext Markup Language (HTML) page. These mentioned components are
the important characteristic of digital library, which differ it from others collections of omifogmation.

VI. Classification Algorithms for implementing Digital L ibrary

Naive Bayes classifier and its modification based on Item Set methodin[t8dler to illustrate practical use of Naive Bayes
classifier, we will apply it to document classification. Let's have a document collection X, fara@tiog documents dermining
yetUnknown target functiof(x) and a finite se¥ of possible resulting values of the target function.

Attributesal, a2....arrepresent individual words occurring in documents. For the sake of simplicity, let's assume &,8@0 of
documents700 representing ,interesting “documents, considering the remaining 300 documents uninterestaty tfesefore
represents two values onljLdinteresting, uninteresting}We can take a new document containing 111 words, to be classified
into one of these classes, containing the word ,your” in the 1st position, the word letter* imdtpesttion, etc., and ¢hword
,2date" in the last position

A. Decision tree[13]

Decision tree learning is one of the most popular and practical methods currently used for inoiastivEhis method
approximates clasgiFD WLR Q W RvaMé&dHab®lLhaF g Folivuist to noisy data. Several methods have beenegrdégros
constructing decision trees, including ID3, C4.5, and CART. Among these learning algorithms, well@Bdsecause it
corresponds approximately to the basic decision tree learning algorithm, while other learnitignagasis been extendedrfr

this basic algorithm to achieve better performance. The basic idea of the ID3 algorithm is to consirdeter in the form cd

decision tree, from the top node to the leaf nodes. Given the partial decision at one nodesitire toiuser then folles the

next branch until he reaches the leaf node ordf@ DO FODVVL¢{¢FDWLRQ ,' XVHV D VWDWIL¥WLFD(
select the attribute or word that is most useful for classifying examples at each step while tireweg

B. Instancebased learning [13]

The basic idea of the kNN algorithm is to simply store the training data, delay the processtogclassify when a new guy

instance is encountered. Given a test set, the algorithm retrieves a set of k most similar binsaces from memory and

classi HV WKH TXHU\ LQVWDQFH EDVHG RQ WKH PRVW FRPPRQ VINOGHVWER)FH V
neighbors is dg QHG E\ WKH (XFOLGHDQ GLVWDQFH :H GH¢{QH WKH IHDWXUH WHiFV
distarce between two instances xi and xjissd@ HG DV G [L [M ZKHUH DU[ GHQRWHV WKH YD(
Another method to measure the distance is using cosine value of two document vectors.

C. Opinion Mining

Sentimentanalysis 7] of naural language texts i@ hugeand expandingfield. Sentiment analysis or Opinion Mining is the
computationabnalysisof opinions, sentiments and subjectivity of text. Sentiment analysis is a Natural Language Ryaoeksin
Information Extraction task thaims toget user'deelings expressed in positive or negative comments, questions and requests, by
analyzingcomputationallya largeset ofdocuments. Converting a piece of text to a feature vector feitldamental step any

data driven approach to l@8nent analysis.

Classification Algorithms for opinion miningihe ideaof Machine Learning is to develop an algorithm so as to optimize the
performance of the system using example data or past experience. The Machine Learning prouties & sbk tassification
problem that involves two steps:

1) Learning the model from a corpus of training data
2) Classifying the unseen data based on the trained model.

The text classification task often includes the following tasks:

1) Data preprocessing

2) Feature selection and/or feature reduction
3) Representation

4) Classification

5) Post processing
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Feature selection and feature reduction attempt to reduce the dimensionality (i.e. the natiiiigtegffor the remaining steps of
the task. Thelassification phase of the process finds the actual mapping between patterns and labels YoAtingetearning,
a kind of machine learning is a promising way for sentiment classification to reduce the anwotitidme following arecne
of theMachine Learning approaches commonly used for opinion mining are

D. Naive Bayes Classification

Naive Bayeglassification 7] is an approaclised intext classification that assigns thebability for class c* = argmaxc P(c | d),

to a given document d. Aaive Bayes classifier is a simple probabilistic classifier based on Bayes' theorem and is particular
suited when the dimensionality of the inputs are high. Its underlying probability model can bkedeasran "independent
feature model".

E. Maximum Entro py

Maximum Entropy (ME)lassification ¥] is yet anothetechnique, which has proverfegtive in a number of naturédnguage
processing applicatns. Sometimes, it outperfornidaive Bayes at standard text claigsifion. For instance, a particular
featue/class function might fire &nd only if the bigram “still H@” appears and the documergentiment is hypothesized to be
negative. Importantly, unlikslaive Bayes, Maximum Erdpy makes no assumptions abthé relationships between fages and
so might potentiallperform better when conditional independencerapdions are not met.

F. Support Vector Machines

support vector machin€&/Ms[7], alsosupport vector networksaresupervised learningnodels with associated
learningalgorithmsthat analyze data and recognize patteusedor classificationandregression analysi§iven a set of training
examples, each marked as belonging to one of two categanie3yM training algorithm builds a model that assigns new
examples into one category or the other, making it apmobabilisticbinarylinear classifier An SVM model is a representation

of the examples as points in space, mapped so that the examplessep#nate categories are divided by a clear gap that is as
wide as possible. New examples are then mapped into that same space and predicted to bele@upity laasad on which side

of the gap they fall onin addition to performing linear classificati, SVMs can efficiently perform a ndimear classification
using what is calledhekernel trick implicitty mapping their inputs into higdimensional feature spaceSupport vear
machines havbeen shown to be highly effective at traditional text categorization, generally outperformind@@blgige They are
largemargin, rather than probabilistic, classifiers, in contrast to Naive Bayes and Maximum Entropy.

VII. Other Applications of text mining

Creating suggestion and recommendatidast mining algorithm can be used for creating a text mihiaged recommendation
system to help customer decision making in online product customization. The customers canttesdrilberess in text and
thus customers' preferences can be captured to generate accurate recommendations. The algosighraxémying techniqse
to learn product features, and accordingly recommends products that match the customers' preferences

VIII. Customer service, email support

It contains a customer service database which stores data like unstructured data and structuvkshsiatag customer
preferences by analyzing qualitative intervietsighting cyber bullying or cybercrime in IM and IRC chat.

IX. Conclusion

Text mining is the analysis of text and deriving new information out @hi. various algorithms discussed are text classification
algorithms which can be used in the field of text miniFfge text analysis task which we considered &eeHimail spam filtering,
opinion mining or sentimental analysidigital libraries and text filtering of news articles. Spam filtering has became a
challenging task because there are lot of difficulties with it. Most of spam detection technejueslar to find these spams
because regular training of these classifiers is not done, database of spam should be upliatéchalforcreating an email
spam filter which separates useful mails and spaffise state of the art of existing approaches has tescribed with the focus

on the Sentiment Classification using various Machine learning techniques. Thisepafmeed and surveyed the field of
sentiment analysis and opinion mininghe application of classification algorithm in grouping news artigiés different
categories is also explored in this pafdre document categorization in Digital Libraries is also a difficult task when the size of
web is considered. The sipé webis increasingat anenormous pace. To handle the growing volume of electronic publications,
new tools and technologies have to be designed to allow effective automated semantic classifttatanching.
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In all of the above problems we have identified that most of theicos are arrived by using Bayesian classification, Neural
Network classification and other classification techniques.
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