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Abstract - Data mining techniques are used for variety of applications. In health care industry, data mining plays an 
important role for predicting diseases. For detecting a disease number of tests should be required from the patient. Data 
mining is defined as shifting through very large amounts of data for useful information. Some of the most important and 
popular data mining techniques are association rules, classification, clustering, prediction and sequential patterns. But 
using data mining technique the number of test should be reduced. This reduced test plays an important role in time and 
performance. This technique has an advantages and disadvantages. This research paper analyzes how data mining 
techniques are used for predicting different types of major life threatening diseases.  
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I. INTRODUCTION 
Data mining is a broad area that integrates techniques from several fields including machine learning, statistics, pattern 

recognition, artificial intelligence, and data-base systems, for the analysis of large volumes of data. There have been a large 
number of data mining algorithms rooted in these fields to perform different data analysis tasks. Data Mining is the process of 
extracting hidden knowledge from large volumes of raw data. The knowledge must be new, not obvious, and one must be 
able to use it. 

Data mining has been defined as “the nontrivial extraction of previously unknown, implicit and potentially useful 
information from data”. It is “the science of extracting useful information from large databases”.  It is one of the tasks in the 
process of knowledge discovery from the database. Data Mining is used to discover knowledge out of data and presenting it 
in a form that is easily under-stood to humans. It is a process to examine large amounts of data routinely collected.  

Lung cancer is divided into two main categories: non-small cell lung cancer (NSCLC) and small cell lung cancer 
(SCLC). NSCLC is further classified into squamous cell carcinoma, adenocarcinoma, and large cell carcinoma. Because 
treatment varies greatly depending on the type and stage of lung cancer, the diagnostic workup is critical in terms of 
identifying the specific type of lung cancer, the stage of the disease, and the ability of the patient to tolerate treatment. 
NSCLC represents 80% of all lung cancers, with adenocarcinoma accounting for 40% of all cases of lung cancer. Squamous 
cell carcinoma occurs most frequently in the central zone of the lung whereas adenocarcinoma tumors are peripheral in 
origin, arising from the alveolar surface epithelium or bronchial mucosal glands. 

Large cell carcinoma composes only 15% of all lung cancers and appears to be decreasing in incidence because of 
improved diagnostic techniques. The second major type of lung cancer is SCLC, in which there are also several histologic 
groupings: pure small cell, mixed small cell, and large cell carcinoma, as well as combined small cell. SCLC is usually more 
aggressive than NSCLC and presents as a central lesion with hilar and mediastinal invasion along with regional adenopathy. 
Distant metastasis at presentation is common in patients with SCLC. The most common sites of metastasis of lung cancer are 
the bones, liver, adrenal glands, pericardium, brain, and spinal cord. Staging for NSCLC is done using the internationally 
accepted TNM (tumor, node, metastasis) staging system Prognosis and treatment of SCLC are determined using a staging 
system developed by the Veterans Administration Lung Cancer Study Group, although some hospitals and cancer centers are 
beginning to apply the TNM system. 

This educational activity is designed for nurses and other health care professionals who care for and educate patients and 
their families regarding lung cancer symptoms, pathophysiology and treatment. For those wishing to obtain CNE credit, an 
evaluation follows. After studying the information presented in this article, the nurse will be able to: 

1. List types of lung cancer. 
2. Describe treatment options for non small cell lung cancer. 
3. Discuss treatment options for small cell lung cancer. 
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II. PROPOSED SYSTEM 
 

CLASSIFICATION TECHNIQUES: 
Classification techniques were used for predicting the treatment cost of healthcare services which was increased with 

rapid growth every year and was becoming a main concern for everyone.  
 

 
 
CLUSTERING:  

Clustering is defined as unsupervised learning that occurs by observing only independent variables while supervised 
learning analyzing both independent and dependent variables. It is different from classification which is a supervised learning 
method. It has no predefined classes. Because of this reason, clustering may be best used for studies of an exploratory nature, 
mainly if those studies encompass large amount of data, but not very much known about data.  

The goal of clustering is descriptive while goal of classification is predictive. The main task of unsupervised learning 
method means clustering method is to form the clusters from large database on the basis of similarity measure. The goal of 
clustering is to discover a new set of categories, the new groups are of interest in themselves, and their assessment is intrinsic. 
In classification tasks, an important part of the assessment is extrinsic. Clustering partitioned the data points based on the 
similarity measure.  

Clustering groups data instances into subsets in such a manner that similar instances are grouped together, while different 
instances belongs to different groups. Clustering approach is used to identify similarities between data points. Each data 
points within the same cluster are having greater similarity as compare to the data points belongs to other cluster. Clustering 
of objects is as ancient as the human need for describing the salient characteristics of men and objects and identifying them 
with a type.  
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Therefore, it grasp various scientific disciplines: from mathematics and statistics to biology and genetics, each of which 
uses different terms to describe the topologies formed using this analysis. From biological “taxonomies”, to medical 
“syndromes” and genetic “genotypes” to manufacturing “group technology”— the problem is identical: forming categories of 
entities and assigning individuals to the proper groups within it. Following are the various clustering algorithms used in 
healthcare. 

PARTITIONAL CLUSTERING:  

The maximum number of data points in the datasets is ‘n’. With the help of ‘n’ data points the maximum possible 
number of ‘k’ clusters is obtained. In order to obtained the ‘k’ clusters from ‘n’ data points partitional clustering method is 
used. In this method, each ‘n’ data points is relates to one and only ‘k’ clusters while each ‘k’ clusters can relates to more 
than ‘n’ data points. Partitional clustering algorithms require a user to input k, (which is the number of clusters). Generally, 
partitional algorithms directly relocate objects to k clusters.  

Partitional algorithms are categorized according to how they relocate objects, how they select a cluster centroid (or 
representative) among objects within a (incomplete) cluster, and how they measure similarities between objects and cluster 
centroids. Before we obtained the clusters this method requires to define the required number of cluster which we may have 
to obtained from datasets. On the basis of similarities between objects and cluster centroids this method is partitioned into 
two categories. These are K-means and K-Mediods. One of the most popular algorithms of this approach is K-means. First of 
all it randomly selects k objects and then decomposes these objects into k disjoint groups by iteratively relocating objects 
based on the similarity between the centroids and objects. In k-means, a cluster centriod is mean value of objects in the 
cluster. The next algorithm is K-mediods.  

The major advantage of partitional clustering algorithms is their superior clustering accuracy as compared with 
hierarchal clustering algorithms that is the result of their global optimization strategy (i.e., the recursive relocations of 
objects).. Another advantage is, partitional algorithms can handle large data sets which hierarchal algorithms cannot (i.e., 
better scalability) and can more quickly cluster data. In other words we can say that, partitional algorithms are more effective 
and efficient than hierarchical algorithms. One major drawback to the use of partitional algorithms is that their clustering 
results depend on the initial cluster centroids to some degree because the centroids are randomly selected.  

 

III. DATA MINING CHALLENGES IN HEALTHCARE 
 

The healthcare data is very useful in order to extract the meaningful information from it for improving the healthcare 
services for the patients. To do this quality of data is very important because we cannot extract the meaningful information 
from that data which have no quality. Hence, the quality of data is another very important challenge. The quality of data 
depends on various factors such as removal of noisy data, free from missing of data etc. All the necessary steps must be taken 
in order to maintain the quality in healthcare data.  

Data sharing is another major challenge. Neither patients nor healthcare organizations are interested in sharing of their 
private data. Due to this the epidemic situations may get worse, planning to provide better treatments for a large population 
may not be possible, and difficulty in the detection of fraud and abuse in healthcare insurance companies etc. Another 
challenge is that in order to build the data warehouse where all the healthcare organizations within a country share their data 
is very costly and time consuming process.  

IV. CONCLUSION 

The privacy regarding to patient’s confidential information is very important. Such type of privacy may be lost during 
sharing of data in distributed healthcare environment. Necessary steps must be taken in order to provide proper security so 
that their confidential information must not be accessed by any unauthorized organizations. But in situations like epidemic, 
planning better healthcare services for a very large population etc. some confidential data may be provided to the researchers 
and government organizations or any authorized organizations.  

In order to achieve better accuracy in the prediction of diseases, improving survivability rate regarding serious death 
related problems etc. various data mining techniques must be used in combination.  

To achieve medical data of higher quality all the necessary steps must be taken in order to build the better medical 
information systems which provides accurate information regarding to patients medical history rather than the information 
regarding to their billing invoices. Because high quality healthcare data is useful for providing better medical services only to 
the patients but also to the healthcare organizations or any other organizations who are involved in healthcare industry.  
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All the necessary steps are takes in order to minimize the semantic gap in data sharing between distributed healthcare 
databases environment so that meaningful patterns can be obtained. These patterns can be very useful in order to improve the 
treatment effectiveness services, to better detection of fraud and abuse, improved customer relationship management across 
the world.  
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