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Abstract : Data mining is the process of analyzing data from different perspectives and summarizing it into figse
information the patterns, associations, orelationships among all thisdata can provide information. Spatial Data
Mining (SDM) is the part of data mining. It is mainly used for finding the figure in data that islegded to space. In
spatial data mining, to get the result analyst use geographical spatial information which require some special
technique to get geographical data in the appropriate formats. SDM is mainly used in earth scienegad crime
mapping, census data, traffic data, and cancer cluster (i.e. to investigate environment heal#izéwds). For real time
processing, Stream data mining is used for the prediction of storm using spatial dataset with thdmef stream data
mining strategy i.e. CMR (Cloud MaReduce). In this, Stream data mining is presented to detect the storm disaster
of coastal area which is located in Central America country and then by taking the dataset of cobataa which are
having various regions. There are various regions i.e. Panama, Greater Antilles, Mexico golf whsalisied to detect
the storm. It also dekcts that, is the region is affected or not, if affected then which area of that region is affecied
from this it is helpful to predict the storm before the disaster occur. In this two parameters are used to test the
technique i.e. processing time andomputational load and using this parameter compare the previous and proposed
technique. The main aim of this is to predict storm disaster before it happen with the help of dirianality and
velocity of storm.

Keywords: Spatial data mining, spatial data, stream data mining, cloud mapduce, location prediction

I. INTRODUCTION

Spatial Data Miningpasically used for detects the characteristics and relationship which are stored in spatial
database. There is a massive amount spatial data which capture from satellite images, medical equipment, video
cameras, etc. Spatial data mining is the part of data mining. Spatial data mining is mainly usedifating the pattern

in data which is related to geography1]. In spatial datamining, to get the result analyst use geographical or spatial
information which require some special technique to get geographical data in the appropriate format3here are
two types of data that kept in spatial database i.e. raster data (satellite, adfédigital images) and vector data (lines,
points, polygons).

IJIRAE: Impact Factor Value — SJIF: Innospace, Morocco (2016): 3.916 | PIF: 2.469 | Jour Info: 4.085 |
ISRAJIF (2017): 4.011 | Indexcopernicus: (ICV 2016): 64.35

IJIRAE®© 2014 - 18, All Rights Reserved Page-225


http://www.ijirae.com
mailto:arzoojindal@gmail.com
mailto:yksingla37@gmail.com

\/ International Journal of Innovative Research in Advanced Engineering (IJIRAE) ISSN: 23492163
\J Issue 06, Volume 5 (June2018) www.ijirae.com

A. Spatial Data Mining Task :
Spatial data mining has the following six tasks whichre briefly explained below [3:

1. Classification:In spatial data mining, classification is a machine learning technique used to predict the set of
rules which helps to find the class of the classified object according to its attribute.
Association Rulest helps to provide the rules correlate the presace of a set of items with another set of item.
Characteristics Ruledt is used to explain certain portion of the database.
Discriminate Ruleslt is used to explain the contrast between any two portions of the database.
Clustering:Clustering is an autonatic process of grouping related records together.
Trend Detectionit is used to discovering most significant changes in the database.

oA ®WN

B. Spatial Data Mining Techniques
In spatial data mining there are various techrjues which are discuss below [R
1. Clustering and Outlier Detectiorn this cluster analysis divides data into meaningful or useful groups. It is very
useful in spatial database. The collection of clusters is known as clustering.
Spatial trend detection is a technique for discovering mogstignificant changes in the database. In this clustering
algorithm is used to deal with geographical datasets which are of the following forms:
x Partitioning Method: In this partitioning algorithm is used to arrange the object into cluster so that deviation
of cluster from its Centreshould be minimized.
x Hierarchical Method:In this, datasets are breakdown until stopping standard is meeting. Breakdown is by
merging andsplitting all clusters.
x DensityBased MethodDensity based method is helpful to screen out noise and trend detection which is differ
from partitioning method that is helpful to find out cluster of arbitrary shapes.
x Grid-Based Methodln this, initially subdivide the cluster into number of cells after that do some operations
upon the grid structure. The benefit of this method is having the fast processing time.

2. Association and Ghocation: According to the nonspatial attributes is helpful to detect the baracteristics rules
and spatial objects while doing clustering method on data.

3. Classification:Classification is a machine learning technique which is used to create the model, from that model
whole dataset isanalyzed

4. Trend Detectionit is used to dis@vering the most significant change that take place in database.

C. Issues of Spatial Data Mining
There are the various issues of spatial data mining that are described as:

1. Spatial data mining algorithm can relocate from the data mining algorithm which areot supposed to be for
storage of spatial data, its processing and characteristics of spatial data itself. Spatial dataimgralgorithm can
provide knowledge which is not much refined due to the efficiency of spatial data mining which is ineo high.
Spdial data mining has various method and task but it is applicable only for specific purpose. Therefo
extraction of knowledge from this is finite[3]. In spatial data mining there is no query language. So to improve
the spatial data mining, develop the BM query language to demonstrate the effective spatial data mining.

2. If there is a linkage between spatial and temporal having the relevant information like distance réction, before
and after, topology which is to be taken in spatiotemporal data analysiand mining[4]. Those attributes should
be considered that contain nearby pattern which having the important effect on the pattern. Interptation of
spatial patterns, data structure to define and effective spatial datasets are also challenging issue

3. Satial object mainly arranged in the ascending and descending Oder using hierarchy so that it isyespresent
the spatial object at different level of sourc¢5]. Spatial patterns contain the spatial object which can be mounted
but they are not much seare. Predictive tasks are developed by inductive learning algorithm that needs large set
of labeleddata. So, very large data can be classified and only few data can be mined and it is quite expensive

4. The dimensionality is the most important issue in timeseries domain whennumber of dimensions is low [§.

INTRODUCTION TO STREAM DATA MINING

In recent year, advances in hardware technology have facilitated new ways of collecting data continuously.
Tremendous and potentially infinite volumes of data streamsare often generated by realtime surveillance
systems, communication networks, Internet traffic, orine transactions in the financial market or retail industry,
electric power grids, industry production processes, scientific and engineering experimentssmote sensors, and
other dynamic environments. Data Stream mining is the process of extracting knowledge structures from such
continuous, rapid data records. Mining data streams raises new problems for the data mining commuynébout how

to mine continuous high-speed data items that you can only have one look at. Due to this reason, traditional data
mining approach needs to be changed and to discover knowledge or patterns from data streams , itdsessary to
develop singlescan, online , multilevel , muti -dimensional stream processing and analysis methods.
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Stream data mining is concerned with extracting knowledge from non-stopping and continuous stream of
information [7]. A data stream is a massive, infinite, temporally ordered, continuous and rapgdquence of data
elements such as customer click streams, supermarket, telephone records, stock market, meteoroldgieaearch,
multimedia data, scientific and engineering experiments and sensor data. Some of issues of dataastrdike
dynamic nature, Ininite size and high speed, unbounded memory requirements, Lack of global view, handling the
continuous flow of data impose a great challenge for the researchers dealing with streaming data.

In data stream model, data items can be relational tuples like tveork measurements and call records. In
comparison with traditional data sets, data stream flows continuously in systems with varying updateate. Data
streams are continuous, temporally ordered, fast changing, massive and potentially infinite. Dueitaggeamount and
high storage cost, it is impossible to store an entire data streams or to scan through it multiplenes. So it makes so
many challenges in storage, computational and communication capabilities of computational systef@$ Because of
high volume and speed of input data, it is needed to use semuiitomatic interactional techniques to extract
embedded knowledge from data. Data stream mining is the extraction of structures of knowledge thatea
represented in the case of models and patterns of imfte streams of information. The general process of data
stream mining is depicted in Fig lbelow:

1a srreams approaches Output

Fig 1 General process of data stream mining]

A. Data Stream Method

There are various kinds of method which are used fgorocessing large amount obig datausing stream processig
which are explained below [9:

1. ApacheStorm:Apache Storm is for managing unbounded data streams over a distributed ra#&he streaming,
developed by twitter. Mainly it varies from mapreduce is due to maintaining storm t@ologies. For example, a
stream of tweets from twitter can be transformed into stream of trending topics. The two main compemts of
Storm are tuples and nodesis shown in Fig 2

Fig 2: Storm Architecture [9

Problem:In Storm even though it carprocess a million tuples per second per node. But, at node it hold the data to
send upon the acknowledge had to be received it is a Delay for data processing for stream data &iinot handle
Stragglers.

2. Apache KafkaApache Kafka is a pub/sub system del@ped by LinkedIn. Which describes the partitioned for
data and it provides replication & distribution based of logbased service. Kafka maintains theopics for
consumer to feed messages and subscribing the topics wiflublish message feeds agroducer due to the
requests & responses of Kafka clusters stown in Fig 3

Problem: In Kafka model, based on the pub/sub system it maintains cluster & handle. Faults but in hikgvel
latencies it cannot handle faults & stragglers issues.
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Fig 3: Apache Kafk&rchitecture [9]

3. ApacheSpark Apache Spark is a stream processing engine for fast & largeale processing of stream dateSpark
introduces D-Streams (Discretized streams) for processing the stream data using RDD based ommiemory
processing conceptHere RDD means Resilient Distributed Datasets which process the stateless data work sets
for handling fault-tolerance. In spark these RDD manages the streaming computations based on batches of
results due to some speculation & handles Straggler using R@®shown in Fig 4
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Fig 4: Apache Spark Architecture [P

Spark Streaming providing the features for unified & batch processing as followBirst, for the spark job we can
combine Dstreams with RDDs computationsSecond, using batch processing mode we run Btreams on past
historical data. Means streaming report on past datarhird, using Scala console Btreams run adhoc queries.
Problem:Spark is better than all stream processing engine and it can handle faults & stgdgys, but using RDD in
memory concept it processing low streaming compare to FLINK streaming.

4. Apache Flink:Apache Flink is component of alternative approach for Hadoop majeduce style for data
processing system. It comes with its own runtime, rathethan building on top of MapReduce. It is independent
for the ecosystem of Hadoop. Therefore, ihuilt Hadoop cluster & YARN support is there for flink to processing
the data in mapreduce style and also in iterative & intensive strearprocessing as shownn Fig 5.

@ Map Reduce (@l @

Fig 5: Apache&-link Architecture [9]

5. Map-ReduceMap-Reduce is a Framework, which consists of basically two phases Map & Reduce with process the
data using batch processing style with applying sort & shuffle futionalities of data. MapReduce consists of two
separate and distinct phase:

X Mapper: A function from an input pair of key/value to a list of intermediate pairs of key/value
Map: (key-input, value-input) List (key-map, valuemap)

X Reduce: A function from an intermediate pairs of key/ value to a list of output pairs of key/valuel3
Reduce: (keymap, list (valuemap)) list (key-reduce, vdue-reduce) as shown in Fig 6
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Fig 6 Flow of Map-Reduce Architecture [9
Problem:In the Map-reduce framework the problem is when there is a data processing using batch processing, it
cannot handle the multiple & shortlive queries for requests and responses & also it cannot handle the Stragglers.

6. Hadoop: Hadoop is used for storing and procesng big data. Apache Hadoop is a distributed computing
framework modelled after Google MagReduce to process large amounts of data in parallel. Once in a while, the
first thing that comes to my mind when speaking about distributed computing is EJB. EJBlésfacto a component
model with remote capability but short of the critical features being a distributed computing framewrk that
include computational parallelization, work distribution, and tolerance to unreliable hardware and gftware. In
general, dataflows from components to components in an enterprise application. This is the case for application
frameworks (EJB and spring framework), integration engines (Camel and Spring Integration), as wed BSB
(Enterprise Service Bus) products. Neverthelessoif the dataintensive processes Hadoop deals with, it makes
better sense to load a big data set once and perform various analysis jobs locally to minimize 1@ aetwork
cost, the secalled "MoveCodeTo-Data" philosophy. When you load a big data file tolBFS, the file is split into
chunks (or file blocks) through a centralized Name Node (master node) and resides on individual Datades
(slave nodes) in the Hadoop cluster for parallel processing. The structiof Hadoop is shown in Fig Below:

‘lask Tracker Job Tracer

Master
< Nnode

Data Node Name Node

Slave Nodes

Fig 7:Structure of Hadoop [9

.  LITERATURE REVIEW

Refonna et alin this paper, author discuss the analysis and prediction of natural disaster by usingatial data
mining techniques [1]. In this basically mapreduce framework is used to predict the disaster like earthquake, storm
identification, rainfall etc. It also used the big data concept which contain two services firstli4adoop software and
related hardware second is No SQL databe software and related hardware.

Wang et alin this, spatial pattern analyse with time series domain from 3D images. Space filling curve is useaen
traversing an image. Analyse the spatial sequence in the transformed domaim firoduce different patterns [6]. In
this various techniques was used to analyse the time series i.e. Euclidean distance, reduction tega singular
value, piecewise aggregate approximation etc. fMRI dataset can be analysed.

Mohamed MedhatGaber, et @i this paper autha explains the stream data mining. In stream data mining there are
two kinds of solution based on problems and challenges i.e. data based solution which is used to mamze the
whole dataset or choosing a subset of the @@ming stream to be analysed [1D Second is task based solution which
is used to modify the existing techniques or invent new ones in order to address the computationddatlenges of
data stream processing. It also presents the mining techniques and research issues.

Pereyra Zamora et ah this paper author discuss the spatial data mining technique is applicable to spatial load
forecasting methods. It isused in distribution system [11]. Fundamental stage of KDD process is data preparation.
Neural network is efficient in spatial data mirnng tasks.
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Elena Ikonomovksa, et &h this paper author presents the introduction of stream data mining also the theoretical
foundations of data stream analysis and identifies potentialicections of future research [13. Mining data stream
techniques ae being critically reviewed. Mining data streams is an immature, growing field of study. There are
many open issues that need to be addressed. It improve the raahe decision making process in almost every area
of our life.

Sumathi et alin this, spatial data mining algorithm is divided into four categories, first is clustering and ouér
detection second is association and elocation third is classification and fourth is trend detection [2.Clustering is
an unsupervised method. There a a number of clusters presented in data set. The cluster results are needed for
validation.

Aakunuri et alauthor describes the various kind clustering algorithms used for spatial data mining. First is
Partitioning around Medoids (PAM) and second is ciiering large application (CLARA). Both algorithms are
inefficient in terms of complexity [13. After that new algorithm is used to overcome this problem i.e. clustering
large application based on Randomized search (CLARANS) is designed for cluster analyBy using this, two
algorithms are designed for spatial data mining i.e. spatial dominant approach (SD CLARANS) and rotheon-
spatial dominant approach (NSD CLARANS).

SvitlanaVolkovauthor proposed the algorithm, method and frameworks for processingnd analysihg the real time
data stream [14]. It also discusses the difference between batch and stream mode learning and analyse the learning
framework which include MOA and Jerboa. In this application for learning from social media streams also
explained.

Otavio M. de Carvalho, et tilis paper reviews the stateof-the-art in event processing systems. A set of the most
significant weaknesses and limitations is discussed at a high level, and also outline requiremertigitta system
should meet to exceé at a variety of event processing applications. It also discussed the evolution the event
processing field [15. It shows the path of development of these tools has changed since by integrating the Map
Reduce model into the event processing domain.

Jayasinghe et author describe the spatial data mining techniques is mainly used to find the forests extent changes
In spatial data mining satellite image were used to get knowledge about any change in forests. Iisttwo
approaches are used to derivéhe thematic maps i.esupervised and unsupervised [1§ Back propagation algorithm

is used to detect the forests changes and update existing forests maps

Georg Krempl, et ah this paper presents a discussion on eight open challenges for data streanmimg which is used
to identify gaps between current research and meaningful applications, highligtopen problems, and define new
application-relevant research directions for data stream mining [I7]. The resulting analysis is illustrated by
practical applications and provides general suggestions concerning lines of future research in data stream mining.

. EXISTING METHOD

Map-ReduceMap-Reduce is a Framework, which consists of basically two phases Magr&duce with process the
data using batch processing style with applying sort & shuffle functionalities of data. Mapeduceconsist of two
separate and distinct phase:

1. MapperA function from an input pair of key/value to a list of intermediate pairs of ky/value
Map: (key-input, value-input) List (key-map, valuemap)
2. ReduceA function from an intermediate pairs of key/ value to a list of output pairs of key/valuel3.

Reduce: (keymap, list (valuemap)) list (key-reduce,value-reduce) as shown in Fig 8

Fig 8 Flow of Map-Reduce Architecture
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Problem:In the Mapreduce framework the problem is when there is a data processing using batch processing, it
cannot handle the multiple & shortlive queries for requests andresponses & also it cannot handle the Stragglers.
This algorithm is not much appropriate due to lack of scalability and does not support stream datammg.

IV. PROBLEM FORMULATION
Problem Statement
After doing a literature review, it has been found that data mining of spatial data can be very hielpin solving the
problem of predicting natural disasters based on spatial data mining techniques. Spatial Data is decation based
data which provides s information about natural disasters. In recent work MagReduce technique is used for
spatial data mining. It consists of basically two phases Map & Reduce that process the data usinghbprocessing
style with applying sort & shuffle functionalities ofdata. The problem faced in recent work is, the processing of Map
and Reduce Phases is sequential, Limited scalability since it is a cluster based, Do not suppoxibike estimation,
Stream data processing is not supported. Therefore, in proposed work newchnique is presented i.e. Cloud Map
Reduce which is based on the concept of stream data mining. This technique is helpful in mining #@ak data. This
technique will help to reduce computing load and processing time as processing of big data will berfprmed on
cloud.
Methodology
. Studying the exsting stream mining techniques.
2. Developing a stream mining technique specific to spatial data mining.
3. Implement proposed technique on MATLAB.
4. Compare the previous technique with the proposed technique.

V. PROPOSED METHOD

=

Cloud Map-Reduce

Cloud MapReduce (CMR) is a framework for processing large dataset in cloud. In CMR, it support streaming data
input using pipelining between the Map and Reduce phases ensuring that the output of the map phaseniade
available to the reduce phase as soon as it is produced. This CMR approach leads to increase thdlgimma
between the Map and Reduce phases as follows:

1. Supporting streaming data as input

2. Reduce delays

3. Improve processing time and computational load
4. Real time processing

5. Provide flexibility and scalability

The architecture of CMR consist of one input queue, multiple reduce queue which act as a stagingsfer holding
the intermediate (key, value) pairs produced by the mapper, a master reduce queue that holds therers to the
reduce queues, and the outpuqueue that holds the final result. The flow of cloud mapeduce architecture is shown
inFig9

Fig 9 Flow of Cloud MapReduce Architecture
Inputs And Outputs Of Cloud Map -Reduce
The Cloud Map Reduce framework operates on kasalue pairs, that isthe framework views the input to the job as a
set of keyvalue pairs and produces a set of keyalue pair as the output of the job, conceivably of different types.
The key and value classes have to be serializable by the framework and hence, it is requi@dmplement the
Writable interface. Additionally, the key classes have to implement the Writable Comparable intertato facilitate
sorting by the framework. Both the input and output format of a Cloud Map Reduce jobs are in therfoof key-value
pairs as shown in the tabld below:
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Table 1: 1/0 for Computing Portioning Function

Fuction | Input (key,value)

cloud (location+dname)

map (dname+(dcol,drow))
reduce | (dcol(item.id),drow(item.id))
result drow(item.id.sq.id).res

Output (key, value)
(dname+(dcol,drow))
(dcol(item.id),drow(item.id))
(item.id),drow(item.id.sg.id))
Res(Final Result)

VI. PROPOSED ALGORITHM

Data mining is the process of analysing data from different perspectives and summarizing it into fiskinformation
the patterns, associations, or relationships among all this data can provide information. There ifvage amount of
data available in the Ifiormation Industry. This data is of no use until it is converted into useful information. Spatial
data mining is mainly used for finding the pattern in data which is related to geography. Spatialtdaet is used to
predict the storm disaster using the stram data mining strategy i.e. cloud map reduce. For the detection of storm
general cloud mapreduce algorithm is as follows:

Step 1: Initialize system

Step 2: ObjMapv= Initialize Map Values;

Step 3: ObjRedv= Initialize Reduce Values;

Step 4: for i=1 to all dimensions (1)

Step 5: if (Map (i) ==ID // ID is interest dimension

Step 6: FinalMap=ID;

Step 7: end if

Step 8: end for

Step 9: Reducevaluecount=0

Step 10: for 1=1 to all dimension (FinalMap)

Step 11: if Red () ==IV) // IV is the interest dimension

Step 12: FinalRed(ReduceValueCount)=IV

Step 13: end if

Step 14: end for

Step 15: if (FinalRed==FinalOutput)

Step 16: end SystemCycle

Step 17: else

Step 18: Go to Step 9

Step 19: end if

VIl.  FLOW CHART OF PROP@&D TECHNIQUE

Start \|/

\ Storm Detection
Take spatial data T
S€ Mapping
\I/ \|/
Read image Reduction

\I/ \|/

Storm prediction
Image processing 5

\|/
Apply CMR
Technigu
\|/
Store Dowrsample
image in magstore

Generate result

\

Compare result

End
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VIII. PARAMETER USED

In this to compare the performance of both techniques we use two parameters vdhi are briefly explained below:

1. Processing TimeThe time taken to process the spatial images in this is known asocessing. Here the processing
time is parameter which is used to compare the performance of pvious and proposed techniques.

2. Computational Load: In the computer system, the system load is a measure of computational work that a
computer system performs. It simply checks the load in the operating system and also by using tecjud it
compare the load on each technique.

IX. RESULT ANALYSIS

Spatial DataMining basically used to detect the characteristics and relationship which are stored in spatial ddase.
There is a massive amount of spatial data which capture from satellite images, medical equipmentlea cameras,
etc. Data Stream mining is the pross of extracting knowledge structures from such continuous, rapid data records.
A technique is presented for prediction of storm disaster area using spatial images with the help sifeam data
mining, there are images of different regions such as Panamaie&er Antilles, Mexico golf etc. are taken and
according to proposed technique storm disaster of each area is predicted. The results of proposedhtéque are
shown in the different images below.

Result

In these all figures there are different regiongo find the storm disaster area. In Fig 1(a) shows the region to find
storm disaster area, in Fig 1(b) image with red dots called detected storm diaster area and next one Fig 16)
shows the predicted storm disaster area. These steps are performed inages of different regionsFig 10(a) it show
region to find storm prone area (Greater Antilles)Fig 10(b) shows detected storm prone area (Greater Antilles}ig
10(c) shows predicted storm prone area from region (Greater Antilles)

Fig 10(a, b, c)
Fig11(a) it show region to find storm prone area (Mexico Golffig 11(b) shows detected storm prone area (Mexico
Golf),Fig 11(c) shows predicted storm prone area from region (Mexico Golf)

Fig 11 (a, b, ¢)
Fig 12(a) it show region to find storm prone area (Panamal;ig 12(b) shows detected storm prone area (Panama),
Fig 12(c) shows predicted storm prone area from region (Panama)
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Fig 12(a b, 9
In Fig 13 graph shows the comparison of centroid mean locatiasf x-axis to the yaxis with parameters location and
mean location.

Centroid X-axis y-axis
t/loizr':ion (Location) (Ll\gsgcri]on)
1 2 203

2 2.9825 117.5263
3 1.5000 38.5000
4 27.8019 31.9245
S 26.6486 34.3019
6 17.2736 45.5094
7 16.7547 37.5849
8 1 1

Table 2: Values of mean location vs. location
Fig 13: Graph representation of Mean Location vs. Location

In Fig 14 graph shows the comparison of centroid variance over location ofaxis to the yaxis with parameters
location and deviation.

Fig 14 Graph representation of Deviation vs. Location
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Centroid Variance over Location x-axis (Location) y-axis ( Deviation)
1 0 0
2 1.00873379027825 | 87.7598397542076
3 0 0
4 38.3654588457129 | 9.59136471142823
5 37.8936569849650 | 20.5203262131073
6 28.9484860391625 | 24.8675144617927
7 28.9172086126574 | 19.7039067622951
8 0 0

ISSN: 23492163
www.ijirae.com

Table 3: value table deviation vs. location
Comparison between Both Techniques Using The Parameter
During the preliminary study, to compare the performance of both techniqueparameters are used i.e. processing
time and computational load.In Fig 15 show the Comparison between previous and proposed technique w.r.t
processing time.The value of Processing Time for proposed work is 11.7627 seconds and for previous work is
13.7966 seconds

Fig 15 Graph representation of processing time previous and proposed work

In Fig 16 show the Comparison between previous and proposed technique w.r.t Computational Loalle values of
Computational load for proposed work is 1070.4021 and foprevious work are 1255.492

Fig 16Graph representation of Computational Load previous and proposed work
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X. CONCLUSION

Spatial data mining is the process of discovering interesting and previously unknown, but potentialiseful patterns
from large spatial datasets. Extracting interesting and useful patterns from spatial datasets is reodifficult than
extracting the correponding patterns from traditional numeric and categorical data due to the complexity of spatial
data types, spatial relationships, and spatial auto correlation. We have presented a technique fogdiction of storm
prone area using spatial images with théelp of spatial data mining, there are images of different regions are taken
such as Panama, Greater Antilles, Mexigmlf and according to our proposed method we have to find the storm
prone area of each region in image. The results of proposed technique are shown in the different g@s in result
section. We have taken spatial images of different gulf areas after the processifgimages we get to know the
detected storm prone area and on the basis of detected storm calculations are made and with the help
directionality and speed of storm we are able to predict storm prone area. In the future we can déwe the
technique to predict the natural disasters like Storms, Tornados and Tsunami etc. and the developed technique is
working with gulf spatial images but it can be tested with spatial images of plain areas.
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